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§ a very powerful computer, most recently in 
the form of a computer cluster, i.e. a 
connection of many ordinary computers
together, usually by a special high-speed 
network

WHAT IS A SUPERCOMPUTER?
Compute nodes

Network (interconnect)
Data storage



COMPUTATIONAL POWER

Value Name Shortcut Exp.
1 000 kiloFLOPS kFLOPS 103

1 000 000 megaFLOPS MFLOPS 106

1 000 000 000 gigaFLOPS GFLOPS 109

1 000 000 000 000 teraFLOPS TFLOPS 1012

1 000 000 000 000 000 petaFLOPS PFLOPS 1015

1 000 000 000 000 000 000 exaFLOPS EFLOPS 1018

1 000 000 000 000 000 000 000 zettaFLOPS ZFLOPS 1021

FLOP = Floating point operation
Computational complexity - number of floating point operations FLOPs
Computing power - number of floating point operations per second FLOPS (FLOP/s)



§ Theoretical performance - R_peak = #cores x frequency x #FLOPs/cycle
§ LINPACK performance – based on the solution of the system of linear equations - R_max

LINPACK BENCHMARK

R_max = 166GFLOPS
R_max/R_peak = 68%



§ 2x a year ranking of the most powerful 
systems of the world

§ www.top500.org

THE MOST POWERFUL SUPERCOMPUTERS
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IT4INNOVATIONS SUPERCOMPUTERS

Anselm (0,1PF) Salomon (2,0PF)

July 2013 July 2015July 2014

Barbora (0,8PF)

October 2019

Karolina (15,7PF)

August 2021

IT4I building

NAMES
• Salomon – Salomon Mayer von Rothschild, the founder of Vítkovice Mining and Iron Corporation
• Anselm – son of Salomon, decommissioned in 2021 and moved to the Science Center in Ostrava-Vítkovice
• Caroline – wife of Salomon (in Czech: Karolina)
• Barbora – Patron Saint of Miners, name of the mine



§ 32 European countries
§ Czechia is a member from January 2018

§ Build European HPC infrastructure
§ 5 petascale supercomputers

§ Karolina (CZ)
§ Meluxina (LU)
§ Deucalion (PT, ES)
§ Vega (SI)
§ PetaSC (BG)

§ 3 pre-exascale supercomputers
§ LUMI consortium (FI,SE,NO,DK,BE,PL,CH,CZ, EE, IS)
§ BSC (ES, ES, HR, PT, TR)
§ Leonardo (IT, SI, SK, AT, HU)

§ Support Research and Innovation in HPC
§ HPC Centers of Competence (EuroCC)
§ EuroHPC projects: LIGATE, ACROSS, IO-SEA, LIGATE, SCALABLE, EUmaster4HPC
§ H2020: LEXIS, POP2, EVEREST, OPENQKD, EXAQUTE, TETRAMAX, DICE, CLOUDIFACTURING,

EUPEX

EUROHPC JOINT UNDERTAKING



Peak performance: 15.7 Pflop/s

Period of operation: 2021–2025

Total acquisition cost: 15M€ (35% EuroHPC JU)
Total operating cost: 13,9M€

§ Universal partition: 720 nodes, 92160 AMD CPU cores
§ Accelerated partition: 72 GPU nodes, 576 A100 GPUs

§ Data analytics partitition: 1 node, 24 TB RAM

§ Cloud partitition: 36 nodes, 4608 cores, 9 TB RAM

35 % of resources available for EuroHPC member states
TOP500 ranking – GPU partition:

§ #69 (worldwide), #19 (Europe)

Green500 ranking – GPU partition:
§ #8 (worldwide), #3 (Europe)

KAROLINA SUPERCOMPUTER
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| Manufactured by Hewlett Packard Enterprise

| Total  budget: 207.1M€ (50 % EuroHPC)

| #3 in TOP500 and GREEN500

| Period of operation: 2021-2026

| Consortium: FI (CSC in Kajani), SE, NO, DK, BE, 
PL, CH, CZ, EE, IS

| Ca 3,5% of the resources available to the Czech 
users through IT4I Open Access calls

450 m2
PINTA-ALA

Computing power 
equivalent to

Peak Performance

Modern platform for

High-performance 
computing,

Artificial intelligence,
Data analytics

Modern laptop computers

1 500 000
550 

Pflop/s

1 system

Based on GPU technologySize of a tennis court

LUMI supercomputer, CSC-FI



• Barco‘s top-of-the-line 3D laser cinema projector with high 4K 
resolution,

• 100 Gb/s Ethernet line to transmit data and images directly from
the IT4Innovations supercomputers,

• cooperation of up to 4 people in virtual reality.

Visualization and virtual reality lab



ØMore than 15 courses annually in the fields of HPC, HPDA, AI, and QC
ØCustomised courses for clients
ØFrom elementary to advanced level
ØCertified instructors
ØPRACE Training Centre
ØWorkshops and conferences
ØCourses examples

| Fundamentals of Deep Learning for Multi-GPUs
| Introduction to HPC
| Introduction to Atos QLM and how to use it to run your first quantum circuit
| Data science with R and Python (PTC course)
| High-Performance CFD using OpenFOAM
| Introduction to Performance and Energy Efficiency Analysis (PTC course)
| Access to Karolina

TRAINING



HUMAN RESOURCES
Employees of IT4Innovations by divisions in full time equivalent (FTE), ca 150 FTE in total:

Research laboratory FTE

Parallel algorithms research (engineering) lab 16

Advanced data analysis and simulations lab 40

Modelling for nanotechnologies lab 18

Big data analysis lab 4

Infrastructure research lab 16

21% 65% 14%



JOINT PROJECT ACTIVITIES

Support to industryResearch & Development

Infrastructure development Education Partnership



WHAT ARE THE SCIENTISTS COMPUTING?

Optimization design of 
functional materials in a 
new type of lithium based 
battery
Dominik Legut (IT4I)

Simulation and planning of
ultrasound surgical
procedures
Jiří Jaroš (BUT)

Convection and climate
simulations
Michal Belda (CUNI)

Ab initio molecular
dynamics study of the
solvated electron in liquid
ammonia
Pavel Jungwirth (IOCB)

New drug design
Pavel Hobza (IOCB)

Parallel solvers for
groundwater flow
Jakub Šístek (CAS)



WHO ARE OUR USERS?



HPC, HPDA, and AI  infrastructure & services
The most powerful public supercomputing infrastructure in the Czech Republic

VSB-TUO & MSIC

Advanced computing
and simulations

Virtual prototyping
Digital twins

Big data
Machine learning

Visualisation
Virtual reality 

Infrastructure provider   ★ HPC adoption programme ★ Collaborative research ★ Training & education

(European) Digital Innovation Hub Ostrava

National Competence Centre in HPC from 2020



RESEARCH ACTIVITIES

Society

Research & Development

Industry

Numerical simulations

Big Data Artificial intelligence



Digital Twin of Siemens Electric Motor

• Electric fields
• Electromagnetism
• Heat transfer

• heat generated by magnetism
• cooling system

• Structural Mechanics
• structural integrity
• vibration from motion
• high speed motors
• influenced by electromagnetism

• Active cooling system
• fluid flow

• Acoustic
• generated by fluid flow
• generated by electromagnetism
• generated by vibrations

Complex nonlinear multiphysical problem

One complex transient simulation
• Salomon: 1200 CPU cores by open source code, 35 hours 
• Workstation: 256GB RAM, 30 cores, more than 2 months!

Further acceleration: 
AI based surrogate models



Simulator for Generating Training Data for the Obstacle 
Detection System on a Railway Track



Average amount of processed data
• Per working day: 

15GB (8 million records / cca 25k time series)
• Per weekend day: 

3GB (3 million records / cca 25k time series)

SMART PLATFORMS: 
VIARODOS & FLOREON+

National Traffic
Information Centre

HEAPPE, HYPERTOOLS



WEB IT4I.CZ,   DOCS.IT4I.CZ



GUIDED TOUR THROUGH THE INFRASTRUCTURE



prof. Tomáš Kozubek
tomas.kozubek@vsb.cz

IT4Innovations National Supercomputing Center
VSB – Technical University of Ostrava
17. listopadu 2172/15
708 00 Ostrava-Poruba, Czech Republic
www.it4i.cz


